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Welcome!

Module 5 –

Evaluation Designs and Methods
Designs (experimental, quasiexperimental, non-
experimental). Causality. Methods. Theory based 

impact evaluation. Counterfactual  impact 
evaluation. Qualitative Comparative Analysis. 
Process evaluation methods. Mixed methods.

Brainstorming

Methods
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Basic terminology

• Metodology
– Most general term
– systematic, theoretical analysis of the methods applied to a field of 

study => when to use which method

• Method
– a series of steps taken to acquire knowledge

• Research/evaluation design
– General approach to the research
– Enables to describe the research as a whole and better understand its 

pros and cons
– Terminology is fuzzy and not fully consistent, for a good overview: 

http://libguides.usc.edu/content.php?pid=83009&sid=818072

Terminology

Exercise 5-1 – Chaos in terms?

Sort the terms into groups that makes sense to 

you.
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Chaos?

Evaluation

Terminology

Exercise 5-2 – How sure are you?
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Rigour (scientific) and 
ad hoc approaches

• Rigour
– Aiming at conslucion of high validity on the basis of 

reliable data
– Using adequate methods of sampling, data collection and 

analysis
– Checking own quality on the basis of reliability and validity.

• Ad hoc: scientific rigour is sometimes less than:
– Need for speed => „quick and dirty evaluation“
– Dynamism and participation of stakeholders

Ad hoc methods

– Key actors interviews
– Focus groups
– Surveys
– Observation
– Mystery shopping
– Most significant change
– Expert panels
– Delphi panels
– Concept mapping
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Rigour evaluation designs

Trochim (2005)

Random assignment to 
control and treatment group.

experiment

Availability of treatment and
comparison group OR 
repeated measurement? 

quasi-experiment non-experiment

YES

NO

YES NO

Counterfactual evaluaiton Theory - based evaluation

Mixed methods?

Brainstorming

Causality
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• Most narratives of effects are based on post hoc ergo propter hoc fallacy. 
(After this, therefore because of this). „OP ABC created 50,000 jobs in 
Farawayland“  (based on monitoring indicators records).

• There is strong pressure from both national and European level decision
makers to show the success, as the value of European policies is being
questioned.

• Post hoc ergo propter hoc has been wrong for 2000 years. And still is!
• Post Hoc fallacies are committed because leaping to a causal conclusion is 

always easier and faster than actually investigating the phenomenon.  While 
it is true that causes precede effects (outside of Star Trek, of course), it is 
not true that precedence makes something a cause of something else. Thus, 
a causal investigation should begin with finding what occurs before the 
effect in question, but it should not end there.

Post hoc ergo propter hoc fallacy

Ice cream kills!
https://www.youtube.com/watch?v=VMUQSMFGBDo
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Investigation of causality

Disclosure of the whole mechanism
„I see“ how it works.
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There is regularity
Always when A, then B.

The world is
deterministic, there is

no free will

The world is
probabilistic
(quantum
physics…) 

Probabilistic Deterministic

Ontology

Investigation of causality
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Probabilistic Deterministic

Ontology

Process tracing
N = 1

(Bayes logic on the
unbroken causal chain)

Experiments (RCT)
Quasiexperiments

(„classic“ counterfactual
designs)
N = large

QCA-Qualitative comparative analysis
(Boolean logic, elimination method)

N = medium
MSSD/MDSD (Mills method of

difference/similarity) – cross-case (small 
N) using logic of elimination

N = small
Congruence case study (within case, N =

1) using full range of Bayes on various 
theories
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Investigation of causality
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Probabilistic Deterministic

Ontology

Process tracing
N = 1

(Bayes logic on the
unbroken causal chain)

Experiments (RCT)
Quasiexperiments

(„classic“ counterfactual
designs)
N = large

QCA-Qualitative comparative analysis
(Boolean logic, elimination method)

N = medium
MSSD/MDSD (Mills method of

difference/similarity) – cross-case (small 
N) using logic of elimination

N = small
Congruence case study (within case = N 
of 1) using full range of Bayes on various 

theories

TBIE
Theory-Based

impact
evaluation

CIE
Counterfactual
impact
evaluation

Mixed Methods

N

• N = number of units of analysis
• N = large = hundreds and more
• N = medium = tens to hundreds
• N = small = at least 2
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Unit of analysis

• Within investigation of one phenomenon you 
can have different units of analysis at different 
levels (if it makes sense):

• The service provided (eg. N = 1)
• Individual clients of the service (eg. N = 50)
• Visits of the clients (eg. N = 600)

Variables

• Independent
– Variable which you believe explains a 

change in the dependent variable

– Program evaluation: the program

• Dependent
– Variable you want to explain

– Program evaluation: the outcomes
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Resources on methods

• Without deep understanding the methods there is no 
rigorous evaluation.

• We will spend two days on this…
• … but it is insufficient …
• … so you have to start reading.

https://openknowledge.worldbank.org/
handle/10986/2693

Suggested
further study:

http://ec.europa.eu/social/m
ain.jsp?catId=738&langId=en
&pubId=7646



15/01/2018

11

Module 5 –

Evaluation Designs and Methods
Methods 1 / 4

Theory based impact evaluation
Process tracing
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• Search for interesting 
conceptualisation, 
plausible explanations

• Used for developing a 
theory why something 
works. 

• Exploratory research.
• Validity has no sense here
• Theory building

• Search for „truth“

• Validating hypothesised 
causal relations 
(explanatory research), 
descriptive hypothesis 
(descriptive research).

• Validity is essential
• Theory testing

Induction Deduction

Theory-based evaluation

Analysis to form
themes/categories

Open ended questions, records
of field notes

Gather information

Broad patterns, theories

Theories / patterns related to 
past experience / literature

Induction

Test a theory

Test hypotheses (null / 
alternative)

Defines and operationalises
variables (dependent / 

independent))
Measures variables using an

instrument, interpreting
results

Past experience, literature, 
theory

Deduction

Source: Creswell, 2003

Two sides of Theory-based evaluation
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Theory-based evaluation

Work to be done: Control questions:

Desk research.  What is already
known about the topic?

Is the evaluator pretending to be
the first one on the planet Earth
who is dealing with the topic of
intervention (policy, programme, 
project)?

What are the relevant theories
available in the scientific
literature? Is there any theory
explicitly or implicitly expected by 
the policymaker to be applicable in 
the intervention? 

Is the evaluator using theories? Is
he/she critical to assumption of the
policymakers? Is there a specialist in 
the field of intervention involved in 
the evaluation team? 

Pre-research in the field. 
(Stakeholders interviews, focus
groups…).

Is the evaluator confronting own
assumptions and ideas with the
reality?

Output: theoretical explanation of why the intervention
should (not) work.

In
du

ct
iv

e
pa

rt

In non-
existent
perfect

world, this is
a part of

policy
design. 

Theory-based evaluation

Explicit description of „observable
implications of the theory“ = 
empirical prediction.
„If the theory is right, I should be
able to observe XY, if it is wrong, I 
will detect ABC…“

Is the evaluator considering the
power of particular tests with
regard to their confirmatory and
disconfirmatory properties?

Operationalization of empirical
predictions (tests) to the level of
particular variable / observations.

Is the evaluator working with
existing indicators only?

Output: Set of testsDe
du

ct
io

n:
 T

es
t p

re
pa

ra
tio

n Again, in 
non-existent

perfect
world, this is

a part of
policy

design. 
I am affraid

here the
indicators

were born. 
Road to hell

is paved
with good
intentions.
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Theory-based evaluation

Empirical testing. No data used in INDUCTIVE part can
be used in testing. You need
different data for theory building
and for theory testing. Otherwise
tautological conclusions appear. 
(This one of the meanings of
triangulation principle in 
evaluation)

Output: Tests executed, results interpreted
Theory supported or has to be changed
(another inductive – deductive circle follows).

De
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un
ni

ng
th

e
te

st
s

Try to ask for this approach
in the ToR…

• In this view, Counterfactual impact evaluation 
is nothing more (and nothing less!) than a 
high quality test and has to be embedded 
within a theory.
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• Now in better detail on example of 
Process-Tracing method

Theory based evaluation

Investigation of causality
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Probabilistic Deterministic

Ontology

Process tracing
N = 1

(Bayes logic on the
unbroken causal chain)

Experiments (RCT)
Quasiexperiments

(„classic“ counterfactual
designs)
N = large

QCA-Qualitative comparative analysis
(Boolean logic, elimination method)

N = medium
MSSD/MDSD (Mills method of

difference/similarity) – cross-case (small 
N) using logic of elimination

N = small
Congruence case study (within case, N =

1) using full range of Bayes on various 
theories
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Conceptualization of the Causal Mechanism(s)
• We assume presence of a causal mechanism (X), 

that leads to a result (→ Y)
• The causal mechanism (X) has to be 

disaggregated into an unbroken sequence of 
parts that are transmitting the causes through 
the mechanism. (Similar to theory of change.)

• Parts of the mechanism are described as 
entities and acitivities, formulated as nouns and 
verbs.

• Each part of the mechanism (n1 →) (n2→) ... 
(nn→) Y has to be individually insufficient, but 
necessary part of the mechanism.

Process-Tracing 
(in a nutshell) – Step 1

See Modul 3
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As Homer would say “beer is not enough for Homer to be happy. 
Donuts alone will also not do the trick. But Donuts with beer, 
now that’s a different thing! Of course, I suppose not giving Bart 
any pocket money also makes Homer happy. Duh.” 

Are donuts with beer necessary for happy Homer?

Are donuts with beer sufficient for happy Homer?

In many cases we face a contributing or  “INUS” condition: 
insufficient but necessary part of an unnecessary but sufficient 
cause (the “degustation” mechanism as a whole).
Is beer INUS, are donuts INUS, is denying pocket money INUS?

Happy Homer mechanism

B. Wauters

Conceptualization of the Causal Mechanism(s)
• Mechanism should not be just intuitively drawn, it has to 

be backed by relevant theory explaining the mechanism.
• For example for action formation mechanisms (like 

relations at microlevel of interaction of the project team 
and the target group) one can build on psychological 
theorie. For situational mechanism (like how macrolevel –
system – influences microlevel – individual) one can use 
institutional theories of sociology etc.

• Some theories:
– Rational choice models
– Theory of reasoned action
– Theory of planned behaviour
– Theory of interpersonal behaviour
– … and many more

Process-Tracing 
(in a nutshell) – Step 1
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Rational choice models

Knowledge/
belief Attitude BehaviourIntention

Attitude can be summarised as propensity to 
like/dislike. This is different from “affect” 

which can be enthusiasm, fear, disgust, etc…

Core concepts are listed above (paradigm that behaviour is deliberate).
Peripheral concepts come when different kinds of behaviour are made explicit, for whom, 

under what circumnstances…

Theory of reasoned action

Social, specific to a behaviour: “perception that most people deemed of importance think the behavour should or 
should not happen”. 

This value and
intention is also
affected by
norms.

Attitude is the 
consequence of
balancing beliefs
with the value I 
place on the 
characteristics
present in the 
beliefs (eg I can
believe working
will earn me 
money, but I may
not care much
for money)
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Theory of planned behaviour

Do I think I can do it? (related to self-efficacy)

• Moving now to different paradigms…
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MODE model
MODE views theory of planned behaviour below as only one possibility

Equally possible however is that attitudes directly affect behaviour, 
without any conscious deliberation when under (time) pressure. Our

attitudes then serve as a heuristic to directly determine what we will do.

Theory of interpersonal behaviour

Becomes stronger as 
past behaviour
accumulates

Rational choice
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There are many, many, many theories
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Group work!

Task 5-A – Your causal mechanism

Formulation of theoretical prior for each part of the 
mechanism

• If possible, we estimate (on the basis of existing 
theories, empirical studies, expert knowledge) the 
probability of presence of each individual part of the 
mechanism (Theoretical prior).

• We never have 100% certainty. There is always a rival 
theory/hypothesis.

• Eg. Activities of the project team are most likely 
runing (but still the whole project can be a fraud and 
exists only on paper).

• Contrary, the reactions of target groups are usually 
less sure…

Process-Tracing 
(in a nutshell) – Step 2
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Example

Process-Tracing  - Step 2

Group work!

Task 5-B – Theoretical prior and rivals
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Operacionalization of empirical tests
• Make empirical predictions for each part of the 

mechanism. What will be the empirical manifestation 
(something observable, evidence) that the part of the 
mechanism is (not) present?

• Predictions about what evidence we should find 
translate the theoretical concepts of the causal 
mechanism into case-specific tests. 

Process-Tracing 
(in a nutshell) – Step 3

Brainstorming

What can be the evidence?
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• Most frequent types of empirical 
manifestations (evidence):
– Pattern - predictions of statistical patterns in the 

evidence, eg. part of the population should have certain 
values of some variable.

– Sequence – temporal and spatial chronology of events. 
Expectation that A happens before B and before C…

– Trace – mere existence provides proof that part of the 
mechanism exists (eg. minutes of the meeting, if 
authentic, are proof that the meeting took place). 

– Account – expected content of the documents or 
expected nature of oral testimonies of people involved.

Process-Tracing 
(in a nutshell) – Step 3

Group work!

Task 5-C – Suggest your tests
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• Uniqueness = confirmatory power
– Test based on very specific/unique prediction, that cannot 

be plausibly explained by rival hypotheses. If evidence 
found, it strongly supports my confidence in the 
hypothesis. If not found, I cannot make strong conclusions.

• Certainty = disconfirmatory power
• Test based on very sure/certain prediction. This prediction 

has to be necessary for supporting the hypothesis. If 
evidence not found, it severly weakens my confidence in the 
hypothesis. If found, I cannot make strong conclusions.

– These properties are independent!

Tests  – confirmatory 
and disconfirmatory properties

Beach and Pedersen

Beach and Pedersen

Test - confirmatory and disconfirmatory power

High certainty /disconfirmatory power

Low certainty /disconfirmatory power
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H

igh
uniqueness (confirm

atory pow
er)

Weakest test: do little to update our confidence in 
h(ypothesis)
Regardless whether we find e(vidence) or not (=-e)

If (e) (then greater confidence in h (high 
uniqueness as e highly unlikely unless h) and 
highly improbable rivals.  If we find –e, the test is 
useless to update our confidence.

Straw in the Wind tests Smoking gun tests

E.g. murder suspect was known to have a rude
temper

E.g. murder suspect was seen wiping red liquid 
off  a candle holder

If (-e )(suspect on camera) then (–h), if (e) then  
all other rival theories ruled out.

Very rarely possible!

If  (-e) = was not in town (alibi), reduces our 
confidence in H, if (e) = was in town, does little. 
Hoops: sit on a continuum where tighter hoop 
means if  (e), it is NOT useless but has some 
confirmatory power! 

Hoop test Doubly decisive tests

E.g. CCTV filmed the crime. E.g. 
Murder suspect 

was in town in the
week of the murder

E.g. suspect was 
in proximity of 
the murder 
location around 
the time of the 
murder
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• Many thing may serve as a test. Tests may 
require specific tools for data collection or 
analysis. E.g.:
– Empirical prediction that participants will provide certain account 

about the intervention => survey, interviews
– Confirmation of existence => observation that the building stands
– Hypothesis that participation in activity A will influence variable V 

=> experiment or counterfactual estimate using quasi-
experimental methods

• The evaluator should plan the tests, but in the 
same time can use unexpected pieces of 
evidence (surprising document, coincidental 
discussion)…

Tests

Beach and Pedersen

Group work!

Task 5-D – What type of tests?
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Bayesian updating
• On the basis of the tests – checking for 

availability of the expected evidence – we can 
update (increase/decrease) the level of our 
confidence (posterior probability) in existence of 
the particular part of mechanism. 

• Possible conclusions
– Confirmation that the intervention works as expected
– Confirmation that the intervention doesn‘t work
– Confirmation that the intervention works, but the mechanism 

has to be different (need for theory update – new induction 
process)

Process-Tracing 
(in a nutshell) – Step 4

Formal Bayesian logic:

p(h|e) = posterior probability (after tests)
p(h) = theoretical prior (probability before tests)
p(e|~h)/p(e|h) = ratio of probability of finding evidence 

(e) when hypothesis is not correct (~h) to probability 
of finding the evidence (e) when hypothesis is corrent 
(h). 

p(~h) = 1 - p(h) =  theoretical prior of hypothesis not 
being correct

Process-Tracing 
(in a nutshell) – Step 4
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Question: Given the following statistics, what is 
the probability that a woman has cancer if she 
has a positive mammogram result?

• One percent of women over 50 have breast 
cancer.

• Ninety percent of women who have breast 
cancer test positive on mammograms.

• Eight percent of women will have false positives.

Bayes theorem exercise

Exercise 5-3 – Bayes

• Are there any concepts that are new to 
you and where you are not sure you got 
them right? 

Reflexion so far

Exercise 5-4 



15/01/2018

31

Module 5 – Take aways 1/4

• Theory is important. Intuitive theory is better 

than nothing and research-backed theory is 

even better.

• Every evaluation should have theoretical 

component.

Module 5 –

Evaluation Designs and Methods
Methods 2 / 4

Counterfactual impact evaluation
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Investigation of causality
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Probabilistic Deterministic

Ontology

Process tracing
N = 1

(Bayes logic on the
unbroken causal chain)

Experiments (RCT)
Quasiexperiments

(„classic“ counterfactual
designs)
N = large

QCA-Qualitative comparative analysis
(Boolean logic, elimination method)

N = medium
MSSD/MDSD (Mills method of

difference/similarity) – cross-case (small 
N) using logic of elimination

N = small
Congruence case study (within case, N =

1) using full range of Bayes on various 
theories

Mysterious conterfactual…
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• At a basic school we offer math catch-up classes.
• Part of pupils takes these extra classes.
• At the end of the year the average mark in the 

group of pupils going to catch-up class is 2.7, 
and in the group without extra classes 3.3.

• Were extra classes beneficial?
• What is the effect of catch-up classes?

Intro to counterfactuals

Exercise 5-5  - Math catch-up class

IMPACT = long term EFFECTS?
WE DO NOT THINK SO HERE
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Impact = (net) effect = Y1-Y0

• Impact is a synonymum of effect and attribution.

• Impact is meaningful term only if we know:
• Impact of what we investigate (intervention)
• Impact on what we investigate (concrete variable 

– turnover, employment, income…)
• Impact for whom (or in comparison with whom) 

we investigate (supported participants, 
companies…)

What we need to know the effect

• Impact = „the difference between observed 
situation after the intervention and the situation 
that would happen without this intervention“.

• Problem: individuals have only one existence

• Problem: we miss the comparison (data), 
in principal

• How we can solve this?
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Effect = Y1-Y0
• Y1 is what happens while  the intervention is observed (factual), 

but we don’t know what would have happened without the 
intervention (Y0 = the counterfactual). There are various ways of 
getting an estimate of Y0.

• Counterfactual situation is purely theoretical, fiction. However 
we can reliably estimate it by statistical methods under explicitly 
stated assuptions. 

• The estimate of the counterfactual is the central problem of 
counterfactual impact evaluation. 

• This is done by experimental or quasi-experimental methods. 

• A common, though usually unreliable, one is the value of Y 
before the intervention. Still, very often we miss even base-line 
data. 

• If one group pre-post evaluation design is usually too weak, one 
group post-only is then no evaluation design at all.

Effect = Y1-Y0

• “the difference between a situation observed after a 
stimulus has been applied and the situation that would 
have occurred without such stimulus”



15/01/2018

36

Observability vs. availablity of data

• Observability

• Is principal, theoretical.

• Data availability 
(accessibility)

• Practical aspect, could 
be limited by budget, 
absence of records, 
poor quality of data…

Design or method (or group of
them)

Assuption(s)

1 One group designs

•Pre & Post

•Interrupted time series

No natural dynamics

2 With & Without

•Randomized control trial

•Regression discontinuity design

Treatment and control group are 
equivalent

3 Pre & Post in combination with
With & Without

•Method „Difference-in-
difference“

External factors influence both
groups in the same way

4 Exploatation of information
influencing the participation in 
the treatment

•Regression analysis

•Propensity score matching

All differences between the groups
are observable

5 Instrumental variable There is something (instrument) that
affects participation in the treatment, 
but not the results of the treatment
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Some notes
• Treatment = support = intervention
• Treatment group = group of entities that is receiving 

the support/intervention/treatment
• Control group = group equivalent to the treatment 

group that is not receiving the support (in 
experiments)

• Comparison group = group that is not equivalent to the 
treatment group and is not receiving the support (in 
quasi-experiments)

• Experiment = randomize control trial
• Quasi-experiments = all other methods listed

Design or method (or group of
them)

Assuption(s)

1 One group designs

•Pre & Post

•Interrupted time series

No natural dynamics

2 With & Without

•Randomized control trial

•Regression discontinuity design

Treatment and control group are 
equivalent

3 Pre & Post in combination with
With & Without

•Method „Difference-in-
difference“

External factors influence both
groups in the same way

4 Exploatation of information
influencing the participation in 
the treatment

•Regression analysis

•Propensity score matching

All differences between the groups
are observable

5 Instrumental variable There is something (instrument) that
affects participation in the treatment, 
but not the results of the treatment
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PRE & POST

• We measure situation of participants (treatment group 
only) before the intervention and after the intervention

• one group pre-test post-test design

• YPOST - YPRE = IMPACT

• Key assumption: there is no natural dynamics. Without 
the intervention the situation remains the same.

PRE & POST

• Problematic is the plausibility of assumption that 
there is no natural dynamics, because things (and 
the world) are changing.

• Only if natural dynamics is zero, impact is equal to 
pre-post difference. 

• If natural dynamics is positive (situation is 
improving), impact is overestimated.

• If natural dynamics is negative (situation is 
deteriorating), impact is underestimated.
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65 000
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PRE-POST ( I.A.:  LACK OF NATURAL DYNAMICS) 

T=1 
Impact =
10.000?

Interrupted time-series

• Possible improvement of this design is in 
having additional observations

• One group interrupted time-series design
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Interrupted time-series

• Assuption of no natural dynamics is reduced 
to assumption of no trend changes in natural 
dynamics

• Still very strong assumption

• (You can try to eliminate all rival explanations 
why the trend is changing)

Interrupted time-series
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Design or method (or group of
them)

Assuption(s)

1 One group designs

•Pre & Post

•Interrupted time series

No natural dynamics

2 With & Without

•Randomized control trial

•Regression discontinuity design

Treatment and control group are 
equivalent

3 Pre & Post in combination with
With & Without

•Method „Difference-in-
difference“

External factors influence both
groups in the same way

4 Exploatation of information
influencing the participation in 
the treatment

•Regression analysis

•Propensity score matching

All differences between the groups
are observable

5 Instrumental variable There is something (instrument) that
affects participation in the treatment, 
but not the results of the treatment

Experiment 
RCT – Randomized control trial

1. Assumes direct control over the inputs and results of the 
experiment => this establishes causal relationship

2. At least  two groups – treatment and control
3. Random assignment of units (participants) into 

treatment and control groups

• Simple design: just comparison of the groups after the 
intervention (post-test)

• Random assignment makes the two group practically 
equivalent (probability calculus)

• Effect = comparison of differences of averages: t-test or 
ANOVA etc.
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Experiment on humans

Experiment on humans – meet Eva

Exercise 5-6
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Regression discontinuity design

Assumption
• There is a continuous variable that influences the 

probability of particiation in treatment p(T=1) as a 
discontinuous (step) function

1
p(T=1)

0
Variable X10   20   30   40   50   60   70   80   90 

Function p(T=1)
„sharp“
variant

Function p(T=1)
„fuzzy“
varianta

Discontinuity in p(T=1) 
function (undefined 
derrivation in the point)

Cut off point
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Regression discontinuity design

Impact is possible to estimate
as the difference of the end
points of both regression
functions

Strong internal validity, 
limited external validity

It shows impact of treated vs. 
untreated units only in the
vicinity of discontinuity

Design or method (or group of
them)

Assuption(s)

1 One group designs

•Pre & Post

•Interrupted time series

No natural dynamics

2 With & Without

•Randomized control trial

•Regression discontinuity design

Treatment and control group are 
equivalent

3 Pre & Post in combination with
With & Without

•Method „Difference-in-
difference“

External factors influence both
groups in the same way

4 Exploatation of information
influencing the participation in 
the treatment

•Regression analysis

•Propensity score matching

All differences between the groups
are observable

5 Instrumental variable There is something (instrument) that
affects participation in the treatment, 
but not the results of the treatment
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Pre & Post + With & Without

(Two group pre-test post-test design) 

At least 4 observations: participants pre and post and 
non-participants pre and post.

Key assuption: external factors are influencing both 
groups in the same way.

Difference in Difference (DD)
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50 000

55 000
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80 000
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T=0 T=1 

Pre & Post + With & Without
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55 000

60 000
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75 000

50 000

55 000
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80 000
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T=0 T=1 

PRE
DIFFE-
RENCE

POST 
DIFFE-
RENCE

counterfactual
70.000

POST difference (10.000) 
- PRE difference (5.000) 
= Impact = 5.000

IMPACT

?

Pre & Post + With & Without

Assumptions (different wording):

1. Counterfactual (comparison group) trend is
parallel to the treatment group trend

2. All unobservable differences between the
treatment and comparison group are constant
in time

3. Selection bias is based on different base-line not 
on different trends.

Pre & Post + With & Without
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51000 55 000
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ADJUSTING THE IMPACT ESTIMATE TO REFLECT PRE-INTERVENTION TRENDS

More observations enables extrapolation of
different trends.

Pre & Post + With & Without
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Design or method (or group of
them)

Assuption(s)

1 One group designs

•Pre & Post

•Interrupted time series

No natural dynamics

2 With & Without

•Randomized control trial

•Regression discontinuity design

Treatment and control group are 
equivalent

3 Pre & Post in combination with
With & Without

•Method „Difference-in-
difference“

External factors influence both
groups in the same way

4 Exploatation of information
influencing the participation in 
the treatment

•Regression analysis

•Propensity score matching

All differences between the groups
are observable

5 Instrumental variable There is something (instrument) that
affects participation in the treatment, 
but not the results of the treatment

Variables influencing both 
probability of support and the results

X (education)

Y (employment)T (support)

Problem: there are many factors that simultaneously influence the probability 
that a person will be supported in some intervention and the results of interest
at the level of dependent variable (e.g. persons with low education will be
more often requalified than university graduates and in the same time it more 
likely for a university graduate to find a job than for a secondary school drop-
out).
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Solution

• To solve this problem, we need to compare 
each participant with its most similar 
counterpart among the non-participants. 
(University gradutes with university graduates, 
single mothers with single mothers etc.).

• In practice we use statistical methods derrived 
from regression analysis.

Matching

Matching

Participants Non-participants
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Assuptions for matching

• Availability of data on various characteristics 
of both participants and non-participants.

• Both groups are enough big (large N).
• There are similar people (units) in the both 

groups.

Propensity score matching

• Statistical method, that allow to interpret all 
the differences of (non-) participant as single 
number (propensity score; <0; 1>), and then 
compare pair with the most similar propensity 
score.

• As if the only difference is the weight of 
participants.
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Propensity score matching 

• Propensity score means probability of support on the basis of 
observed independent variables collected before the 
intervention.

• Eg. if the intervention targets handicapped people, the people 
in the treatment group will have PS close to 1 and the 
comparison group close to 0. PS close to 1 indicates presence 
of „handicapping“ values of independent variable (older age, 
lower education, being a woman…).

Propensity score matching 

• After the procedure we know,
• A) For treatment group (T=1), PS value and result (Y) for each member of the group
• B) For comparison group  (T=0), PS value and result (Y) for each member of the group

• We can continue only if there is common support of PS values in both 
groups (problem could be in case of very well targeted intervention when 
eg. PS of comparison group is between 0 and 0.4 a PS of treatment group 
is between 0.6 and 1). 

• If there is common support, we eliminate those outside this common 
support.

• Then we compare value of Y for each member of treatment group with the 
Y value of one (or more) members of comarision group with the most 
similar PS. 

• Effect is then the average of difference Y(T=1) – Y(T=0).
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Common support

Propensity score: 0 0.2 0.4 0.6 0.8 1.0

Comparison group
Treatment group

Common support area

PSM and DD

• When possible, combine PSM with difference 
in difference method.

• In PSM only there can be selection bias in 
both level and trend of unobserved 
characteristics.

• In PSM and DD design, there can be selection 
bias in trends of unobserved characteristics 
only.
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Design or method (or group of
them)

Assuption(s)

1 One group designs

•Pre & Post

•Interrupted time series

No natural dynamics

2 With & Without

•Randomized control trial

•Regression discontinuity design

Treatment and control group are 
equivalent

3 Pre & Post in combination with
With & Without

•Method „Difference-in-
difference“

External factors influence both
groups in the same way

4 Exploatation of information
influencing the participation in 
the treatment

•Regression analysis

•Propensity score matching

All differences between the groups
are observable

5 Instrumental variable There is something (instrument) that
affects participation in the treatment, 
but not the results of the treatment

Instrumental variable

X (IV)

Y (result)T (support)

What if there is an (instrumental) 
variable, that influences participation
but not results?
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A little bit of physics

Exercise 5-7 – The water tanks

Tank with cold
water

Tank with water being
heated

Bucket with a 
thermomether

Suggest a method that will
enable you to measure the
difference of temperatures of
water in both tanks.

Mixing device. 
Enables only

mixtures of water to 
flow out. 

Any known
composition of

mixture between
1:3 and 3:1.
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Take the first mix (eg. 25 % of hot and 75 % of
cold). Measure the temperature. (say 30 °C).

Take different mix (eg. 65 % of hot and 35 % of
cold). Measure the temperature. (say 40 °C).

Is the difference in measurement (10 °C) the
difference of the temperatures in the tanks?
NO.
How to calucate?

H-C = 10 °C / 0,4
H-C = 25 °C

0,25 H + 0,75 C = 30 °C
0,65 H + 0,35 C = 40 °C

40 °C - 30 °C = (0,65 H + 0,35 C) – (0,25 H + 0,75 C)
10 °C = 0,4 H – 0,4 C
10 °C = 0,4 (H – C)
10 °C / 0,4 = H – C
25 °C = H – C 
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Instrumental variable 

Assume that on the basis of random variable (Z) (like toss of the 
coin) we split the population into two groups Z=1 a Z=0. Z=1 it 
supposed to be a treatment group and Z=0 a comparison group 
in an experiment. 

Unfortunately, people disobey and may change their status. (Not 
participate despite in Z=1 or participate despite in Z=0).

Let‘s label the real final status T=1 a T=0. Variable T is not random, 
because people have changed their minds according to some 
unobservable internal characteristics, that can in the same 
time influence the results of the experiment. Thus, the 
Counterfactual cannot be estimated as E(Y|T=1)-E(Y|T=0).

If our initial assignment (Z) has some effect, then E(T|Z=1) ≠ 
E(T|Z=0), eg. there are more people initially i Z=1 in the T=1 
than those initialy in Z=0. 

Instrumental variable 
If E(T|Z=1) ≠ E(T|Z=0) 
then it is reasonable to calculate
E(Y|Z=1) - E(Y|Z=0). This variable is called Intention-to-

Treat (ITT). 
If E(Y|Z=1) - E(Y|Z=0) ≠ 0, then we are certain the 

treatment has impact (not sure how big, because Z=1 
and Z=0 differ only in the ration of participants and 
non-participants, everything else is equal because of 
random assignment.)
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Instrumental variable –
where they come from?

First option: Good luck in finding natural IV (e.g. 
Discontinuity in rules, administrative boundaries), 
where it is possible to argue it influences participation 
but not the result of the intervention.

Second option: Creat artificial IV by design of the 
intervention, e.g. in the form of randomized 
encouragement. 

Randomized encouragement

Example: A random sample of eligible participats is subject to 
more intesive campaign offering the participation in the 
intervention. E.g. we send them personal invitation letter. 
Possibility to participate is of course open to other people as 
well. However, if in the population of personaly invited people 
the real participation is higher than among those not personaly 
invited, we have working artificial IV.

We will continue in this example to show how to estimate 
counterfactual using IV and what are the limitations.
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Instrumental variable 

So far we know that if E(Y|Z=1) - E(Y|Z=0) ≠ 0, 
then the treatment has impact. How big it is?

There are four groups

Complier : participates when invited, does not 
participate when not invited 
(T=1|Z=1); (T=0|Z=0)

Always-taker : participates regardless of invitation 
(T=1|Z=1); (T=1|Z=0)

Never-taker : never participates 
(T=0|Z=1); (T=0|Z=0)

Defier : strange guy: will not participate when invited, 
but will participate when not invited.
(T=0|Z=1); (T=1|Z=0)
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How to estimate impact

We have to accept the assumption that there are no defiers or 
that their number is negligible. 

Then, on the basis of composition of real participants (T=1) in the 
groups Z=0 and Z=1 we can compute the ratios of compliers, 
always-takers and never-takers.

Eg. if from Z=0 (not invited) 15 % participates and from Z=1 
(invited) 25 % participates, then we know that there are 75 % 
never-takers, 15 % always-takers and 10 % compliers in the 
population.

Within the Z=0 group there is T=0,15 and in Z=1 there is T=0,25.

How to estimate impact

If no defiers, we know all differences in Y are between Z=0 and 
Z=1 are due to compliers. (In our case 10 % of population). 

Impact can be estimated:

)0|()1|(

)0|()1|(
)|( 01





ZTEZTE

ZYEZYE
CYYE

Impact (but for compliers
only, this is limitation of

external validity)

Measured difference
between invited and
not invited (ITT)

Share of compliers in the population
(the difference in participation
between invited and not invited)
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Instrumental variable 
Design limitations:
• IV has very strong internal validity, but low precision. When the 

instument is weak, the necessary sample for statistical 
significance is quite big.

• IV has limited external validity, it measures impact of compliers 
only. 

Instrumental variable

Exercise 5-8 – Find here the IV
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• EU funds offer support to companies outside the 
Prague region in a form of subsidy between 20 000 € to 
400 000 € to educate own employees. 

• Applicants prepare a project proposal and submit it to 
the ministry. Several thousands of proposals expected.

• The ministry has a pool of 50 experts who assess the 
proposals in terms of quality. Each proposal is 
randomly awarded to two experts. Each expert gives 
the proposal between 0 and 100 point according to the 
expert‘s professional judgement. 

• If the proposal get the average score from the two 
experts of 65 point or more, it gets support. 

• IV is here the expert‘s level of strictness or 
generosity. 

• A proposal that gets less strict expert, has higher 
chance to be supported and this cannot affect 
how it is implemented. 

• Perfect proposal will be accepted even by strict 
expert, and weak proposal will be rejected even 
by generous expert. „Compliers“ are here among 
the mediocre proposals.

• See Oto Potluka, Jan Brůha, Martin Špaček, Lucie Vrbová. "Counterfactual Impact 
Evaluation on EU Cohesion Policy Interventions in Training in Companies". 
Ekonomický časopis 06:575-595.

• https://www.ceeol.com/search/article-detail?id=443303
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Which quasi-experimental design?

Is the intervention universal or not?

Universal, 
No-one is excluded.

Data on participants only.

Not universal, 
There are both participants

and non-participants.
Data on both groups.

One group design

Interupted time
series analysis

Comparison group designs

Panel data available (pre+post) or natural experiment available?

NO.
Control for the influence 

of observable control variables

YES

Propensity score matching

NO

Natural experiment available?

YES

Regression discontinuity design
(RDD)

or
Geographic experiment
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Panel data for result (Y) only
or control variables (X) as well?

Only Y Control variables (X) as well?

Difference-in-difference
(DD)

or
DDD

Propensity score matching
in combination with

Difference-in-difference

Design or method (or group of
them)

Main cons

1 One group designs

•Pre & Post

•Interrupted time series

Not always plausible no natural
dynamics assumption

2 With & Without

•Randomized control trial

•Regression discontinuity design

Requires specific design of the
intervention

3 Pre & Post in combination with
With & Without

•Method „Difference-in-
difference“

Not always plausible external factors
influence both groups in the same
way assumption

4 Exploatation of information
influencing the participation in 
the treatment

•Regression analysis

•Propensity score matching

„Expensive“ in terms of need for
data on many characteristics, 
problems of selection bias in 
unobserved characteristics.

5 Instrumental variable Requires specific design of the
intervention, „Expensive“ in terms of
very large N needed when weak
instrument
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Reflection so far (2/4)

Exercise 5-8 – Reflection of Module 5

Module 5 – Take aways (2/4)

• Don‘t be affraid of counterfactuals.

• Counterfactuals are strong pieces of evidence.

• Never ask for counterfactual if you are not 

sure it is possible.

• Design interventions in the way it enables CIE.


